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Abstract

A longitudinal study evalualed associarions between intizacy and relational uncertainty and characieristics of imer-
dependence within nonmarital romantic relarionships. Three hundred and fifteen college students in the United
States compleled a Web-based survey about their relationship weekly for 6 weeks. Results indicaled nonlinear assi-
ciations between intimacy and relalional unceriainly and perceplions of a partner's interference (p < 001} tha were
inconsistern with hypotheses. Intimacy was positively assaciated with a partner’s influence in and faciliiation of activiiies
{p < 001} An imeraction between intimacy and a partner’s influence predicted a partner’s interference, such tha

a partner’s influence was more posirively associated with interference at low, compared to high. intimacy {(p < .05).
The implications of these findings for rethinking the relational turbulence inodel are discussed.

Personal relationship scholars have long been
interested in the dynamics that characterize the
progression from a nonintimate association fo a
committed romantic partnership. Some re-
search has focused on the trajectory of a devel-
oping romantic relationship (e.g., Baxter &
Bullis, 1986; Huston, Surra, Fitzgerald, & Cate,
1981}. Other theories have examined the pro-
cesses that move partners toward increased inti-
macy (e.g., Altman & Taylor, 1973; Berger &
Calabrese, 1975; Rusbult & Buunk, 1993),
Prior research has also highlighted the day-to-
day activities that maintain and manage ongo-
ing relationships (e.g., Baxter & Montgomery,
1996; Dainton & Aylor, 2002). These research
traditions have revealed a great deal about the
development of romantic associations, but
questions about the link between developing
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characteristics of relationships and specific
episodes or events remain.

One theory that addresses the association
between global qualities of relationships and
specific experiences is the relational turbu-
lence model (Solomon & Knobloch, 2001,
2004).' This theory claims that the transition
from casual to serious imvolvement in roman-
tic relationships increases relational uncer-
tainty and goal interference in ways that
polarize relationship events. In support of the
perspective, studies have shown that uncer-
tainty in dating relationships corresponds with
the intensity of emotional reactions to unex-
pected events or jealousy threats (Afifi &
Reichert, 1996; Knobloch, 2005; Knobloch,

1. Ome theory that does address the link between global
relationship qualities and specific expeniences 1s
Bradburv and Finchamn's {1992) contextual model of
marriage. Thar perspective emphasizes how evalua-
tions of satisfaction in the relationship shape people’s
cognitinns and behaviors with respect to particular epi-
sndes of conflict. The contextual model is similar to the
relational turbulence model in that it links relationship
characteristics tu experiences of day-to-day everns:
herwrrver. 11 1s focused on relarional salsfaction as
# rausal force rather than mechanisms more closely ticd
1> 1e development of rumantic relationships.
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Solomon. & Cruz, 2001, Planalp & Honeycutt.
19853), more negative appraisals of a partner’s
transgression (Solomon & Knobloch, 2004)
and the actions of social network members
{Knobloch & Donovan-Kicken, 2006), and
a greater tendency to avoid talking about certain
topics (Knobloch & Carpenter-Theune, 2004).
Likewise, interference from a parmer cofre-
sponds with perceptions of irritations as more
severe and relationally threatening ¢ Solomon &
Knobloch, 2004) and a greater tendency to see
social network members as disrupting a romantic
relationship {Knobloch & Donovan-Kicken,
20006). In contrast, the theory’s predictions about
fluctuations in relational uncertainty and experi-
ences of interference as a function of inbmacy
have received mixed support at best {Knobloch
& Solomon, 2002b, 2004; Solomon & Knobloch,
2001, 2004).

Previous tests of the associations between
intimacy and perceptions of relational uncer-
tainty and interference from a partner are hmited
by a focus on between-person differences in
these qualities. Understanding the consequences
of within-person changes in perceived intimacy
would shed light on whether relationship tur-
moil is a byproduct of fluctuations within a rela-
tionship, rather than a function of the infimacy
level in a relationship at a specific peint in time.
Clarification of this point would provide insight
into the mechamsms underlying reactions to
specific relationship experiences as well as iden-

‘tify relationship circumstances under which

partners can expect more threats to their bond.
Thus, this article replicates previous tests of the
associations between intimacy and relational
uncertainty and interference from a parmer
using a repeated measures design to examine
the consequences of within-person variance in
perceptions of intiinacy after controlling for
between-person differences. As a foundation
for the investigation, we review the theory’s
predictions about how relational uncertainty
and interference from a partner map onto inti-
macy within nomnarital romantic relationships.

The developmenial course of relational
wncertainty

Relational uncertainny refers to people’s con-
fidence in their perceptions of relationship

D H Soiomon and 1. 4. Theiss

involvemnent. This definition includes the
questions that people have about their own
involvement in a given relationship, reserva-
tions about a partner’s involvement in the rela-
tionship, and doubts about the relationship
itself {Knobloch & Solomon, 1999, 2({2a).
Studies using structural equation modeling
suggest that partner uncertainty can increase
self uncertainty and both self and partner
uncertainty contribute to relationship uncer-
tainty {e.g., Knobloch & Solomon, 1999).

Solomon and Knobloch (2001) argued that
relational uncertainty might increase during
the ransition from a casual to a serious dating
relationship. Within nonintimate associations,
partners can rely on shared cultural norms
{Milter & Steinberg, 1975) and detailed cog-
nitive schemas (Clark, Shaver, & Abrahams,
1999: Honeycutt, Cantrill, Kelly, & Lambkin,
1998) to guide behavior. Consequently, rela-
tional uncertainty may be limited. Escalations
in intimacy. however, raise questions about the
nature of involvement in a relationship
because neither the presence nor the absence
of a commitment is explicit {Baxter, 1987;
Baxter & Wilmot, 1985). Relational uncer-
tainty should subside as partners establish
mutual commitments to their relationships
and their doubts are replaced by a clearer
understanding of the association (Baxter,
1987; Knobloch & Sclomon, 2002b). Thus.,
Solomon and Knobloch (2001, 2004) pre-
dicted a curvilinear trajectory for relational
uncertainty across levels of intimacy, such that
a shift from a casual dating to a committed
relationship comresponds with increased rela-
tional uncertainty.

In a first test ofthis reasoning. Solomon and
Knobloch {2001) found that relationship
uncertainty was negatively comelated with
intimacy and the curvilinear association was
nonsignificant.  Solomon and  Knobloch
{2001) speculated that high levels of uncer-
tainty about a partner’s qualities, in general.
during relationship initiation may inflate
global assessments of relational uncertainty
by people in less intimate associations. To dis-
entangle evaluations of relational uncertainty
from other global perceptions, a subsequent
study hypothesized that relational events
evoke more episodic relational uncertainty at
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moderate levels of inttmacy (Knobloch &
Sotomon, 2002b). Although that studyv docu-
mented a curvilinear assoctation between the
mtimacy and the magnitude of refational
uncertainty elicited by specific episodes,
the association between intimacy and global
relattonal uncertainty consistently takes the
form of a negative linear trend (e.g., Knobloch
& Carpenter-Theune, 2004; Solomon &
Knobloch, 2004),

The developmental course of nterference

Jrom a partner

Interdependence is the coordination of muw-
atly beneficial systems of behavior between
partners, which increases as relationships
becorme more intimate (Perlman & Fehr,
t987). The process of establishing interdepen-
dence commences when individuals begin to
atlow their partner to influence everyday activ-
ities; in other words, the completion of indi-
vidual routines depends upon the actions of the
partner (Kelley et al., 1983). Knobloch and
Solonion (2004) identifted three aspects of
tnterdependence that emerge from Berscheid's
{1983, 1990) emotions-in-relationships model:
tay influence from a partner refers to how
much a partner affects an individual’s every-
day experiences, (b) interference from a pari-
ner refers to the extent to which a partner
disrupts a person’s everyday goals, and (¢)
jacilitatian from a partner refers to how much
a partner helps an individual perform activities
and accomplish goals.

Sotomon and Knobloch (2001, 2004) sug-
gested that interference from a partner peaks at
moderate levels of intimacy within developing
romanttc relationships because a partuer’s
mtluence in everyday routines precedes the
formation of facilitative patterns. As a relation-
ship commences, partners begin involving
¢ach other in their activities: for example. they
might share a ride to work or plan to eat meals
together. Imtially, these attempts at interde-
pendence go awry-—carpooling makes one
partner late to work or the partners disagree
about what to eat. Eventually, partners learn
to coordinate their behaviors in ways that
enhance, rather than disrupt, their routines,
This  reasening prompted Solomon and
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Knobloch (2001) to advance three hypotheses
conceming the associations between aspects of
devetoping interdependence and intimacy. In
general, they predicted the experience of inter-
ference from partners follows a curvilinear tra-
jectory, such that interference is most
prevalent at moderate levels of intimacy.
Because people gradually incorporate a parmer
into more of their daily routines, a partner’s
influcnce in evervday activities is likely to
increase with the intimacy of the association,
When intimacy is low, a partner’s tnvolvement
ts more likely to produce goal interference
because partners have yet to tearn how to tacil-
itate each other’s actions; when intimacy is
high. a partner is more likely to behave in ways
that are helpful rather than disruptive.

Notably, the patterns the relational turbu-
lence model specifies depart somewhat from
the results of empirical investigations. A study
that collected retrospective accounts from
newlyweds reflecting on therr courtship
showed that disagreements and arguments
tended to increase as couples progressed from
casual to serious dating, and the frequency of
conflict remained consistent across more inti-
mate stages of relationship developnient
(Huston et al., 1981). Similarly, Knobloch
and Solomon (2004) cbserved a significant
nonlinear association between intimacy and
mterference, such that interference increased
from low to moderate levels of intimacy and
then tapered off. Other studies have docu-
mented either small (Knobloch & Solomen,
2004) or nonsignificant (Sotomon & Kno-
blach, 2001, 2004) associations between these
variables. ln addition, although two swudies
have found that a partner’s influence in every-
day activittes ts more positively assoctated
with a partner’s interference at low levels of
ntimacy thau at high levels of intimacy (Kno-
bloch & Solomon, 2004; Solomon & Kno-
bloch, 2001). Knobloch and Solonion (2004)
did not find a partner’s influence to be more
posttively associated with a partner’s facilita-
tion at high levels of intimacv.

H vpotheses

Previous tests of the retational turbulence
modet have employed cross-sectional research
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designs; therefore. they address the association
between perceived intimacy within a relation-
sliip and perceptions of relational uncertainty
and elements of interdependence. What these
studies do not address, however, 1s whether
a change within a relationship is at the root
of these patterns. Do the negative linear asso-
ciations between relational uncertainty and
intimacy reflect the demise of relationships
in which uncertainty persists or do intimacy
and uncertainty decline in concert? Likewise,
might the asymptotic association linking inti-
macy and perceived goal interference suggest
something unique about partnerships that
achieve intimacy or does it reflect changes that
oceur as partuers become  interdependent?
Several influential theories assume that these
patterns reflect developmental changes (e.g.,
Altman & Taylor, 1973, Berger & Calabrese,
1975, Braiker & Kelley. 1979: Honeycutt,
Cantrill, & Greene, 1989); however, investiga-
tions of the within-person trajectories of per-
ceived intimaey, relational uncertainty. and
elements of interdependence have relied pri-
marily on retrospective recall methods (e.g.,
Baxter & Bullis, 1986; Huston et al., 1981;
Surra, 1985). In this study, we used a longi-
tudinal research design to replicate tests
of hypotheses deduced from the relational
turbulence model:

H1: Intimacy is curvilinearly associared
with self. partner, and relationship
wncertainty. such that they peak at
moderate levels of futimacy in non-
niarital romantic associations.

o ntimacy is curvilinearly associated
with a partner’s interference, suclh
that interference peaks at moderate
levels of intimacy in nonmarital
romantic associafions.

. Intimuey is positively associated with
a partner's influence.

H2¢: Intimacy iuteracts with a partner’s
influence o predict interference and

facilitation front parmers, swch that
a partner’'s influetice is more positivelv
ussociated with a parmer’s interfer-

D H Soiomen agnd J. A4 Thess

ence when infimacy is low rather than
high, and a partner 'y influence is more
positively associated with a partier's
Jacilitution swhen intiniacy is  high
rather than low.

Method

Research design

We conducted the study at the University of
Wisconsin, a research university in the Mid-
western United States that enrolls more than
30,000 undergraduates, 93% of whom are in
the top 25% of their high school graduating
class. We gave students in communication clas-
ses a small amount of extra credit for complet-
ing Web-based surveys about a current romantic
association once per week for 6 weeks.” Several
considerations influenced the research design.
On one hand, we were concerned that a lengthy
interval between assessments would miss
mimportant fluctuations m perceptions of rela-
tionships. At the same time, we believed that
asking people to complete more frequent
assessments in this time period would be bur-
densome to participants. Assessing percep-
tions of relationships six times, once per
week, reflects a balancing of these two issues,

Previous longitudinal and retrospective stud-
ies of relationship development informed our
selection of a 6-week time frame. Vanlear's
(1987) study of self-disclosure between
acquaintances documented significant changes
in private or personal disclosures and patterns
of reciprocity during a 6-week period. In addi-
tion, retrospective accounts of turndng points in
romantic relationships, plotted in monthly inter-
vals from the beginning of a relationship to the
point at which partners are 100% committed,
reveal that romantic couples can experience
events that substantially increase or decrease
intimacy and commitment in a single 1-month

T2

. The data from this study also contributed to Theiss and
Solomon {2006a, 2006b). Those studies examined the
influence of intimacy, relativnal uncertaingy, and inter-
ference from parmers on appraisals of relational wnite-
tiuns, experiences of jeolowsy. and communicative
indirectness.
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interval (e.g., Baxter & Bullis, 1986: Huston et
al.. 1981; Surra & Hughes, 1997). These find-
ings suggested to us that a 6-week period would
capture fluctuations in intimacy. From a logis-
tical standpoint. the time frame we selected
was responsive to the academic schedule of
the study participants. We conducted this
study during tite spring semester in the United
States. which includes spring break---an
event marked by vacations that can be critical
events in romantic relationships. Conse-
guently, we implemented the study during
the & weeks following spring break to avoid
sample variance arising from the spring break
phenomenott.

Sample

We recruited individuals who had a romantic
interest in another person with whom they had
previously interacted and with whom they
anticipated future interaction.” As a result,
our sample included people who perceived
a romantic conmection with an acquaintance
or friend as well as established dating relation-
ships. Our use of a convenience sample is con-
sistent with the research this study replicates,
and it reflects the lack of an appropriate sam-
pling frame. Recruiting college students also
replicates previous studies of the refational tur-
bulence model. Moreover, college-aged stu-
dents are in a developmental phase of life
(i.e., emerging adulthood) during which peo-
ple experiment with romantic relationships
and identify ways of relating to others that they
will adopt as adults (Amett, 2000). Hence,
romantic associations during this stage of the
lifespan merit study.

In total, 315 undergraduate students (88
mate, 225 female, and 2 unreported) com-
pleted the swdy. Students at the University
of Wisconsin are predominantly Caucasian
(88%):; although 10% of the student body
comes from outside the United States. most
students (57%) are residents of the state of
Wisconsin. Participants in this study ranged
in age from |8 to 30 years with a mean age

3. We gave individuals the option 1o participate in enhey
a separate study or a nonresearch allernative i they did
nat have @ romantic interest in another persen.

(e
o
a2

of 20.72. The majority of the sample was
White or Caucasian (89.8%), with an addi-
tional 7.3% Asian, 2.2% Hispanic, (.60
Native American, 0.6% Black, and 0.3% other.
Of the relationship partners, 221 were male
and 89 were female (5 unreported). Partners
ranged in age from 17 to 43 years with a meay
of 22.79 years. When asked to characterize the
status of their relationship during the first
week of the study. 5.1% reported that they
were acquaintances, 21.7% were friends,
22.7% were causallv dating. 46.6% were seri-
ously dating. 2.6% were engaged. and 1.3%
were married. We excluded engaged and mar-
ried individuals from the analyses to be con-
sistent with prior research (e.g., Solomon &
Knobioch, 2004, The remaining respondents
reported on relationships that ranged from
0 10 317 weeks long (M = 6081, 8D =
66,94, Mdn = §58.5).

Praocedures

We administered weekly questionnaires
through an Internet Web site. We e-mailed
participants a username and password to
access the first survey, During subsequent
weeks, tlie participants received a new pass-
word to access the corresponding weekly
survey. Instructions to participants asked
them to complete their questionnaires at
roughly the same time each week. Across all
weeks of the study. participants submitted
68.7% of the questionnaires within 5-9 days
of the previous week’s submission, 16.6%
within i—4 days of the previous submission,
and 14.7% within 1012 days of the previous
submission.

During the |st week, participants provided
demographic information and they completed
closed-ended scales to report their perceptions
of intimacy. relational uncertainty, and the
extent to which a partner influenced, interfered
with, and facilitated everyday activites at that
point in their relationships. Quesnonnaires
during subsequent weehs began by asking par-
ticipants to provide an open-ended account of
relationship events during the past 7 days awd
then presented the same measures ol re-
jationship characteristics that we included 10
the baseline questionnaire. The instructinns
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directed respondents to answer questions dur-
mg Weeks 2 through 6 based on events and
characteristics of their relationship in the past
week. In this way, the first questionnaire pro-
vides a baseline of relationship conditions at the
start of the study, and each weekly question-
naire 1s focused on experiences since respon-
dents completed the previous questionnaire.

Measures

We used a variety of close-ended Likert type
scales to operationalize variables in the study.
We conducted confinmatory factor analyses
(CFAs) on all the ntulti-ttem scales to ensure
that they met the criteria of face validity, inter-
nal consistency, and parallelism (Hunter &
Gerbing, 1982). We used the chi-square test,
the comparative fit index (CF1), and the root
mean square erTor of approximation (RMSEA)
to determine the goodness of fit of the CFA
models. The critenia for model fit were a chi-
square test with p > .05, CFI > 90, and
RMSEA < .10 {per Browne & Cudeck,
1993; Kline, 1998). We created compostite
scores by averaging responses to the individ-
ual items (see the Appendix). Table 1 provides
descriptive statistics for each measure in each
week of the study.

Intimacy.  Consistent with Solomon and
Knobloch's (2004) previous test of the rela-
tional turbulence model, we operationalized
mtimacy through a composite measure that
mncorporated indicators of intimacy associated
with developmental parterns. One component
of the composite measure was Rubin’s (1970)
Love Scale, which uses a nine-item Likert
scale (1 = nor ar all 1rue, 9 = definirelv nrue)
to assess three important components of Jove:
feelings of affiliative need, willingness to help,
and exclusiveness toward a partner (CF1 = .99,
RMSEA = 04, o = 93). We measured com-
mutment to continuing the association by four
iterns rated on a 6-pomt Likert scale (1 =
strongly disagree. 6 = strongly agree; CF1 =
99, RMSEA = 08, 4 = .92); this measure has
been used in a number of previous studies
mnciuding Solomon and Knobloch (2001).
The final aspect of the composite mtimacy
vartable asked participants to indicate their

Weekly descriptive statistics for all variables

Table 1.

Week 2 Week 3 Weck 4 Week 5 Week 6

Weck |

77

-

278

295

284 282

274

Sample size (V)

Intiinacy

DM Solomon and 7 4. Theiss

(2.010)

(1.60)

500

4.35
41.95 (33.6%)

544 (1.92)

3 (1.&4)

52

517 (1.71)
450 (1.39)
44.14 (32.04)

(1.54)

5.41

580 (1.77)
466 (1.26)
45.58 (31.56)

Luve

{1.56)
41.92 (33.36)

4.31

(1.50)

4.4
44.20 (32.01)

4.65 (1.26)
44.45 (31.97)

Commitnient

Chance of lifelong commitment

Sell uncertainty

234 (1.3%)

257

240 (1.26)
270 (1.4%)
2.54 (1.29)
297 (1.24)
306 (138)

254 (1.21h

240 (1.24)
2.59 (1.37)

2.47

237 (1.1%)

2.65
2.50

236 (110

2

234 (1.066)

2.69

Partner uncertainty

(1.44)

247 (1.30)

(1.37)

(1.18)

70 (1.39)
256 (1.17)

299 (1.2m
317 (1.28)

2.61

(1.34)

25)

{1

258 (1.16)
312 (112

3.21

Relationship uncertainty
Influence from partners

(1.34)
{1.44)

(1.26)

2.80
3.00
241

2.92 (1.26)

316 (1.40)

296 (1.23)
312 (.31

(1.24)

Facilitation fram partners

{1.24)

2.51

(1.24)

2.57

(1.21)

260 (1.07)

Interference from partners

Neve. Cell entrics are means Valoes in parenthescs are standard deviations,
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perception of the likelihood of marriage (or
a similar serious commitment} by indicating
a response from 0% to 100% on a scale that
provided 5% increments (cf. Llovd, Cate, &
Henton, 1984). Bivariate correlations indi-
cated sizable overlap between love and com-
mitment (r = .79, p <7 001 ), between love and
likelihood of marriage or serious commitment
(r = .72, p < .001), and between commitment
and likelihood of marnage or serious commit-
ment (r = .71, p << 081). We also conducted
a principle axis exploratory factor analysis
with varimax rotation to determine if these
three variables formed a single unidimensional
factor. Results indicated that all three vaniables
loaded onto a single factor explaining 83.2%
of the variance. Thus, we converted the meas-
ures of love, commitment, and likelihood of
marriage to z scores, and we computed their
average (range = —2.28t0 1.48, 5[0 =089, o
= .90).

Relational uncertainty.  To assess relational
uncertainty, the survey presented respondents
with a stem that read “"How certain are you
about ... .” followed by a senes of statements
{per Knobloch & Solomon, 1999). Participants
used a 6-point Likert scale (1 = completely or
almost completely uncertain, 6 = completely
or almost completely certain’} to rate their cer-
tainty with respect to each statement, and we
reverse scored their responses. We identified
unidimensional subscales for self uncertainty
(CFi = 98, RMSEA = .05, o = .92), partner
uncertainty (CFI = 1.0, RMSEA = 03, a =
.95}, and relarionship uncertainy (CFI = .99,
RMSEA = .03, a = .94).

345

Elements of interdependence.  Following
Knobloch and Solomon (2004), we asked
respondents to indicate on a 6-point Likert
scale (1 = strongh disagree, 6 = sorongh
agree) the degree to which their partner infla-
enced, interfered with, or facilitated everyday

‘activities. We averaged items within subscales

to yield measures for partmer’s influence
(CFl = .97, RMSEA = .05, o = .83), partner’s
interference (CFI == 1.0, RMSEA = 00, v =
.81}, and partner’s facilitation (CFI = 1.0,
RMSEA = .00, o = 89).

Time.  We quantified the passage of time
during the study in weeks. We represented
Week O as the baseline week of the study
and we quantified the remaiming Weeks |
through 5, for a total of 6 weeks.

Results

Preliminary analyses

Using data from the baseline questionnaire, we
conducted independent sample r tests to eval-
uate sex differences in our measures. The
results revealed no significant differences
between males and females on any of the var-
iables in this study. so we conducted all anal-
yses on the combined sample of males and
females. We also assessed the bivaniate corre-
lations among all the variables as measured in
the baseline questionnaire (Table 2). Results
indicated that intimacy was negatively associ-
ated with all three facets of relational
uncertainty and positively associated with all
three elements of interdependence. In addition,

Table 2. Correlations among relationship characteristics measured in the baseline survey

Variable 1 2 3 4 5 6 7
Intimacy —

Self uncertainty —.60*** —

Partner uncertainty —.63¥*x HI¥FE —

Relationship uncertainty  — ,70*** N R Boxrx —

Partner’s interference 24%%% 5% —25%%*  — D)Fx* —

Partner’s influence 20FFF 4% FF 5 F 5 [5ER* —
Partner’s facilitation HTEEE —4p¥RF — S4RER 53wk pSRAR Rke

o 05 T < 001
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self, partner, and relationship uncertainty were
all positively correlated. We also observed
positive correlations among a partner’s influ-
ence, interference, and facilitation. Finally, the
three facets of relational uncertainty were all
negatively associated with partner’s influence,
interference, and facilitation,

We also assessed the trajectory of intimacy
over the course of the study. We defined
a mode! in which intimacy was predicted by
the weeks of the study, controlling for relation-
ship status at the start of the study, We
included the iuteraction between time, mea-
sured by weeks, and the respondent’s baseline
relationship status to determine if the growth
rate of intimacy varied for individuals at dif-
ferent levels of initial relational invalvement.
Although the within-person variance was
small, results indicated that intimacy increased
slightly over the course of the study (v = .06,
p < .01). Moreover, there was a significant
interaction between time and baseline relation-
ship status, such that individuals at high levels
of relationship status (i.e., seriously dating or
engaged) showed little change in intimacy, but
participants who started the study at low levels
of relational involvement experienced more
substantial increases in relational intimacy
over the course of the study. Notably, these
analyses aggregate data from individuals, and
there is no reason to expect people reporting
on differeut relationships 10 experience similar
changes in intimacy from week to week. Fig-
ure |, which plots weekly intimacy scores for
six randomly selected respondents, illustrates

intimacy

Week

Figure 1. Weekly intiniacy score for 6 par-
ticipants.

D H Solvmon aud J. 4. Theiss

how some respondents reported fairly stable
levels of intimacy, whereas other participants
experienced more week-to-week fluctuations
in intimacy.

Finally, we calculated the intraclass corre-
tation (p) for each of the dependent variables.
The p caleulates the proportion of total
variatien in the outcome variable that is attrib-
uted to between-person, as opposed to
within-person, varianice. An intraclass correla-
tion that is close to 0 indicates that the vari-
ability in the dependent variable is attributable
mestly to within-person variance, and a corre-
lation that ts close to | suggests that most of
the variance is between persons (Kreft & De
Leeuw. 2002; Snijders & Bosker, 2003). The
majority of variability in the dependent varia-
bles in this study was attributable to berween-
persons varation (intimacy p = %8, self
uncertainty p = .64, partner uncertainty p =
.69, relationship uncertainty p = .71, influence

from partners p = .66, interference from
partners p = .61, facilitation from partners
p=Th.

Substanrive analyses

The longitudinal analyses focused on how
within-person changes in intimacy from week
to week corresponded with changes in rela-
tional uncertainty and elements of interdepen-
dence. We analyzed the data using hierarchical
linear modeling 6.0 (HLM) software, which is
designed to accommodate nonindependent or
nested data (Bryk & Raudenbush, 1992).* We
treated the multiple observations across weeks
as nested within the individual, we represented
relationship change through a two-level niodel
using full maximum likelihood estimation
with time-varying, within-person predictors
at Level ! and stable person or relationship
characteristics as between-person predictors

4. Oue advantage of using HLM. s oppesed 1o othertypes

- nf repeated measures analysis, 1s that this treatment of
multiple sbservations as nested couneracis difficalnes
that often anse with unhalanced desizns. For example,
whereas standard repeaied easutes analysis requires
cimplete data from all participants callected a1 he
sante point in tume. HLM analyses can be used in unhal -
anced designs when 1he number and spacing of umie
[CIITS VAMY JCrOss Cases
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at Level 2. Thus, the HLM models provided
insight into the structure and predictors of indi-
vidual change (Raudenbush & Bryk, 2002). In
the following models, the subscripn / refers to
the time of measurement (Level 1) and the
subscripr j refers to the respondem (Level 2).
One consideraiion in HLM 18 whether to
include predictors in the model as uncemered
variables. gtoup mean—cemered vanables
(where the observed variable is centered
around the individual’s mean across the 6
weeks of the study}. or grand mean-centered
variables (where the observed variable is cen-
tered around the population mean for the vari-
able). In the following models. we indicated
centered variables in parentheses with the
group mean ot the grand mean subtracted from
the observed variable. We denmed a group
mean as lowercase and italicized and a grand
mean as uppercase and italicized.

To test HI and H2, we evaluated the three
facets of relalional uncertainty and the three
facets of interdependence as dependent varia-
bles in separate models. The vanables
included in the Level | equation in this model
are repeated measures and represent within-
person variation. To control for variance due
to the passage of time, we included time as
aLevel | covariate. Evaluating the role of inti-
macy required two variables: We included the
composite infimacy measure to test the hinear
association between intimacy and the depen-
dem variables, and we squared the linear inti-
macy variable to produce the quadratic term
needed to assess the predicted curve. The var-
iables included in the Level 2 equation in this
model are individual level variables because
they reflect a single measurement ot compos-
ite of an individual characteristic and they rep-
resent between-person variation. We entered
baseline relationship status as a Level 2 cova-
riate on the intercept of the model to control
for between-person differences in relationship
status. We also included the within-person
mean for intimacy as a covariate on the nter-
cept, which is a strategy that covaries the
between-person effect for intimacy. We also
entered relationship status on the slope for In-
eat intimacy 10 tes1 for a possible interaction
between intimacy and relanonship status. In
this model. time was a group mean-centered
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variable, relationship status was a grand mean-
centered variable, and all other variables were
uncentered, We estimated the mmercept as
a random effect and the slopes as fixed ef-
fects. The following equations comprised the
miodel that tested the associanion between infi-
macy and relational uncertainty (H1}), a part-
ner's interference (H2a), and a pariner’s
influence (H2b}.

Model /. Predicting facets of relational un-
certainty and interdependence from linear and
curvihinear intimacy

Level | equatian
Y, = my, + my;{time,, —time ;) + n(intimacy,, :

+ ng,(intimacyﬁ. 1+,

Level 2 equation
my, = Boa + By (relarionship status,
~RELATIONSHIP STATUS..}
+ By:(intimacy ;) + ug,

m; = Byg

ny, = By, + Pay (relationship status,
—~RELATIONSHIP STATUS..)

my = By

In the Level | model, m,, represents the imer-
cept for the model, n,; (intimacy,;} represents
the linear effect for intimacy, 73 {'mtimacyf, }
represents the curvilinear effect for infimacy.
and r;; represents the random effect. In the Level
2 equation for the intercept, By, (relationship
status, — RELATIONSHIP STATUS..} repre-
sents between-person differences in the inter-
cept based on relationship status, and [y
{intimacy.,} controls for the within-person mean
for intimacy to assess berween-person effecis on
the intercept. In the Level 2 equaiion for the
limear intimiacy effect (75,), P>, (relationship sta-
tus,, — RELATIONSHIP STATUS..} represents
the change n slape attributable to between-per-
san differences in relationship status,

In the modeliesting H2e, again we included
graap mean-cemered tine as a Level | cova-
naote | evel Vo predictors included the lingar
pmnacy e and 1the quadratic intimacy term.
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£ouietier’s udluence, and a Level | varable
vomputen as the product of intimacy and a part-
ner's intluence to evaluate the interaction
between these vanables. We entered the inter-
action between intimacy and a partner’s influ-
ence as a Level 1 variable because it is
a product of two Level | variables. In the
Level 2 equation, again we included baseline
relationship status and the within-person mean
for intimacy as covanates on the intercept as
well as baseline relationship status as a covari-
ate on the slope for the linear intimacy temnt,
We entered a partner’s influence as a group
mean-centered variable and the interaction
term as an uncentered variable. We estimated
the intercept as a random effect and the slopes
as fixed effects. The following equations com-
prise the model testing H2c.

Model 2. Predicting facets of relational
uncertainty and interdependence from the
interaction between intimacy and a partner’s
influence

Level | equation

Y, =my + myttime, ~time, } + 7y (intimacy )

+73,{ intimacyj) + my,{ partner influence,,

+ partner influence ) + 75 Intimacy,,

= Influence From Partners;) + r;

Level 2 equation
ngy = Poo + Po; trelationship status,,
~RELATIONSHIP STATUS..)
+ By (intimacy ) + ug,
;= Pio
my = Bay + By {relationship status,,
~RELATIONSHIP STATUS..)

13, = Pag
Ty, = Bm
75 = Py,

The compenents in this model can be inter-
preted in the same way that we interpreted the
identical variables in Model 1. In addition, in
the Level | equation for Model 2. ry, (part-
ner influence,, + partner influence.;) repre-

D0 H Selomon and J. 4. Thoeiss

sents the within-person siope for a partner's
influence, and 5, (Intimacy,, x Influence From
Partners,} represents the Level i interaction
between intimacy and a partmer’s influence.

Hypothesis |

The test of Hi mdicated a curvilinear associa-
tion between the intimacy and the facets of
reiational uncertainty (Table 3). With regard
to the covariates on the intercept, baseline reia-
tionship status was negatively associated with
partner uncertainty and relationship uncer-
tainty, such that people with a higher relation-
ship status started with iess partner and
relationship uncertainty. The slopes for the
model indicated that intimacy shared a nega-
tive linear association with each of the facets
of relational uncertainty. In the model predict-
ing self uncertainty, baseline relationship sta-
fus was a significant moderator on the siope for
the linear intimacy variable, indicating an
interaction between intimacy and baseline
relationship status predicting seif uncertainty.
As predicted in HI, resuits also revealed a neg-
ative curvilinear association between the inti-
macy and the three facets of relational
uncertainty.

To examine the nature of the interaction
and nonlinear associations, we plotted the rela-
tionship between intimacy and self uncertainty
at different levels of baseline relationship sta-
tus (Figure 2} and the overaii associations
between intimacy and partner and relationship
uncertainty. Across levels of relationship sta-
tus, self uncertainty increases slightly or
decreases modestly from low to moderate lev-
els of intimacy and declines steadily across
moderate to high levels of intimacy. Notably,
individuals at the lowest levels of relationship
status have considerably more reiational
uncertainty at low leveis of intimacy and
a steeper decline in uncertainty across higher
levels of intimacy than individuals at higher
levels of relationship status. Although the tra-
Jectories of partner and relationship uncertainty
did not vary by baseline relationship status,
they foilow the same general course; in both
cases, changes in relational uncertainty are rel-
atively small from low to moderate levels of
intimacy and then the negative association
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Figure 2. The association between intimacy
and self uncertainty at different levels of rela-
tionship status,

Note. We excluded respondents who reported
that they were strangers, engaged. or married
from all analyses. When pariner uncertainty
and relationship uncertainty were the depen-
dent variable, results indicated curvilinear
associations that were not moderated by base-
hne relationship status. The plots of those
associations were quite stmilar to the associa-
tion between intimacy and self uncertainty
among friends that is illustrated in this figure,

between relational uncertainty and intimacy
increases.

To determine whether the addition of the
quadratic intimacy term provided a better fitting
model than the linear model, we performed
likelihood ratio tests for each model. The likeli-
hood ratio test assesses the difference between
the deviances (ie., the lack of fit between the
data and the niodel) for each model and it is
distributed as a chi-sguare statistic (Hayes,
2006). Results of this test indicated that the
inclusion of the quadratic intimacy vanable pro-
duced a better fitting model than the linear model
¢self uncertainty ¥~ = 90.98. p < .001; partner
uncertainty ¥~ = 33.44, p < .00} and relation-
ship uncertainty ¥° = 35.66, p < .001). In addi-
ton, we also calculated the proportional
reduction of error in the model by adding the
curvilinear intimacy variable, which produces
values that are analogous to R-A in a standard
ordinary least squares regression (Hayes, 2006;
Snijders. & Bosker, 2003y Results of this test

D H. Solomon and J. A Thetss

also revealed that the addition of the quadratic
intimacy term explained a significant proportion
of the vartance in the dependent variable (self
uncertainty = .18, partner uncertainty == .07, and
relationship uncertainty = .11)

Hvpothesis 2

The second hypothesis predicted a curvilinear
association between intimacy and a parmer’s
interference (H2a), a positive linear associa-
tion berween intimacy and a partner’s influ-
ence (H2b), and an interaction between
intimacy and a partner’s influence predicting
a partner’s interference and a partner’s facili-
tation {H2c). As summarized in Table 3, the
covariates on the intercept revealed a positive
association between baseline relationship sta-
tus and a partner’s interference. The slopes for
the model revealed that time was negatively
associated with all three facets of interdepen-
dence. With regard to H2a, there was a nega-
tive curvilinear association between intimacy
and a partner’s interference, in addition to the
positive linear association. A plot of the asso-
ciation between intimacy and a partner’s inter-
ference reveals that this trend resembles an
asymptote in which interference steadily
increases across low levels of intimacy and
then levels off after partners achieve moderate
levels of intimacy (Figure 3). Results of the
1ikelihood ratio test indicated that the curvilin-
ear model provided a better fit to the data than

2834 e
v
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£ 2.401 s
by b J
& i 7
T /
- /
= 1.98- /
5 0/
y
€ 1/
& 1559 7
< ] /
. 1,
113 — . s
-2.18 -1.26 -0.33 0.60 152
Intimacy

Figure 3. The association between intimacy
and a partner’s interference.
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the linear model (x° = 15.28. p << .001), and
the curvilinear mode! accounted for 4% more
variance in a partner’s interference than the
linear model. '

As H2b predicted, a partner’s influence was
positively associated with intimacy (Table 3),
Because the quadratic intimacy term was not
significant, the results point to a predominantly
linear association between a partner's influ-
ence and intimacy. The significant effect of
baseline relationship status on the slope for
intimacy indicates that the association
between a partner’s influence and intimacy is
moderated by relationship status. In particular,
we observed the strongest positive association
between influence and intimacy among indi-
viduals who started the study as acquaintances
and the magnitude of that association
decreased as the status of the relationship at
baseline increased in intimacy. Although we
did not advance hypotheses concerning the
association between intimacy and a partner’s
facilitation, we also observed a positive linear
association between those variables.

Recall that our test of H2c involved adding
a parmer’s influence and a term representing
the interaction between intimacy and a partner’s
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influence to the set of independent variables in
the previous mode! { Table 4). Results indicated
that baseline relationship status increased the
value of the intercept for a padner’s interfer-
ence. and the within-person mean of intimacy
was positively associated with a partner’s inter-
ference and a partner’s facilitation. Time was
negatively associated with a partner’s facilita-
tion. Consistent with the previous findings, inti-
macy was linearly associated with a partner’s
facilitation and curvilinearly associated with
a partner’s interference. As predicted, a part-
ner’s influence was positively associated with
both a partner’s interference and a partner’s
facilitation; however, the two-way interaction
between inttmacy and a partner’s influence was
only significant in the model predicting a part-
ner’s interference. Specitfically. the association
between a partnet’s influence and a partner’s
interference was stronger for people at low lev-
els of intimacy compared to high levels of inti-
macy. Thus, our results provide partial support
for H2c.

To summarize. the results indicated convex
curvilinear associations between the intimacy
and the three facets of relational uncertainty:
however, these associations were characterized

Table 4. Predicting a parmer’s interference and a partner’s facilitation from a partner s influ-

ence, intimacy, and their interaction

Mode! parameters A parmer’s interference A partner’s facilitation

Intercept (1, )
Baseline relationship status (Boy)
Intimacy mean {f-)
Slopes
Time (my;)
Intimacy (73,)
Baseline relationship status (8;;)
Intimacy~ (13,)
A parmer’s influence (7m4))
Infimacy % A Partner’s Influence (7s,)
Random effect (r,,)

2.617** (0.06) 3.12%** (0.06)

21** {0.08) — .02 (0.07)
28** (0.10) A8*%** (0.10)
00 (0.01) —.02*%* (0.01)
—.14 {0.0%) G3*** ((.13)
04 (0.05) - 06 (0.07
- 10*  (0.04) 04 {0.06)
I3 (0.02) AB*** (0.03)
-.05*%  (0.02) - 04 {0.04)
.821(** .53***

Note. N = 295 (adjusted for missing data). Cell entries are 7. which are unstandardized slopes. Values ut parentheses are
standard errors, The coefficients for baseline relationship status and jntimacy mean onder the intereept Tepresent the
magnimde of change in the intercept when that vanable is included as a covariate. Similarly, the coeffivien nr basclute
relationship status under the slope for inlimacy represents the change in the gradient of the slupe when s cartaltl
included as & covariate, The cell entries in he random effects calegory are T and represent the Temaining unexliatied
varialion in the inlercepl.

*p < Q5 **p <0 0L ***p < DO
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byt predominantly linear negative irend rather
than the tnverted U-shaped distribution speci-
fred by HI. Our findings also revealed the con-
ves ennvilinear association berween inlimacy
antl a partner’s interference thal was specified
by H2a, but again, 1he specific form of this
assoctalinn was inconsistent with the hypothe-
sis. As 112b predicted, intimacy was posinvely
associaled with a partner’s influence. Finally,
H2c was partiatly supported, such thar a part-
ner’s influence was more positively associated
with a partner’s imerference a1 low rather than
high levels of inlimacy, but the inleraction was
nol a significant prediclor of a partner’s
facilnanon.

Discussion

This investigation used a 6-week longitudinal
design 10 assess within-person changes in per-
ceptions of imimacy, relational uncertainty.,
and facels of inlerdependence. Notably, mosi
of the variance in the data sel was due 10
between-person differences raiher than week-
to-week fluctuations. This finding underscores
that intimacy, relational uncertainty, and inter-
dependence vary between relationships in
importan ways. Does this conclusion suggesi
that within-person changes are noi meaning-
ful? We think not. The resulis of the study
indicate thai the level of inimacy people per-
ceived within a relationship in any given week
significanily predicied perceptions of rela-
tional uncertainty and interference from a part-
ner, even after the between-person effects
were covaried. We also note that the linear
associations between time and inlimacy and
a partner’s influence, facilitation, and interfer-
ence in everyday activities that we observed do
not reflect the unique rajectories for individ-
val respondents, as illustrated in Figure 1. In
addition, this study documenied a nonlinear
association between imimacy and relational
uncertainty thal was not apparent in previous
research focused on between-person effects
(c.g., Knobloch & Carpenter-Theune, 2004;
Solomon & Knobloch, 2001, 2004, In 101al,
these findings suggest 10 us that within-person
fluctuations in perceptions of relationships are
meantngful aspecis of nonmartiial romantic
refattonships.

D. H. Solomon and J 4. Theiss

Although we are encouraged thai longitudi-
nal data more effectively captured nuances in
the association between inlimacy and percep-
tions of relational uncertainty and goal inierfer-
ence, the form of the curvilinear assoctalions
resembled asympiotes that did not conform 10
the logic of the relational turbulence model.
The relmional turbulence model implies that
relational uncertainty is low in noninlimate
associations governed by social conventions,
whereas our data revealed the highest levels
of relational uncertainty when inlimacy was
low and more rapid decreases in relatjonal
uncertainty from moderate 10 high levels of
inimacy. Conversely, a partner’s interference
increased from low 10 moderaie levels of inti-
macy and then remained high, even within
relatively imimale associations.

The departure in these rends from 1he
inverted U-shaped trajeciories that we pre-
dicled raises questions about 1he importance
of the linear versus nonlinear aspecis of these
associations. When we situaie the findings for
relational uncertainty among 1he pallems
prior research, the weight of 1he evidence sug-
gesis 1hat relational uncertainty shares a pre-
dominanly negative linear association with
intimacy. The nonlinear pattern reminds us
that doubis and ambiguity are presem through-
out 1he formative period of close relationships,
but these questions appear 10 resolve them-
selves quickly once intimaie bonds are formed.
With respect 10 interference froma partnet, the
nontinear irend illustrates how interference is
an mnevitable part of developing closeness and
it continues 10 be an inherent part of interde-
pendeni associalions.

The relationship between inlimacy and per-
ceptions of goal inlerference is also illumi-
nated when we consider it againsi the
backdrop of previous research. Braiker and
Keiley (1979) represenied conflict as an inher-
em part of interdependeni associations, and
other scholars have suggesied thar these inev-
itable tensions sustain relationships by making
them interesting and responsive 10 changing
circumstances (Baxier & Moni gomery, 1996,
Gottman, Swanson, & Swanson, 20032).
Accordingly, retrospective accounis of con-
flict, defined as expressed disagreement, show
an innial increase in arguments as courtships
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develop. which holds steady from moderate to
high levels of intimacy (Huston et al., 1981).
Moreover, physically aggressive conflict
behavior tends to occur only after couples
reach a level of involvement characterized as
serious  dating (Cate, Henton, Koval.
Christopher, & Lloyd, 1982). Perhaps because’
expressions of conflict and disagreements
about goal disruption are more pronounced in
close relationships, perceptions of goal inter-
ference persist. What remains to be seen is
whether the disruption of everyday routines
remains high, or whether objective interfer-
ence decreases while the tendency for interfer-
ence to evolve into open conflicts increases the
salience of these missteps.

The associations among intimacy and per-
ceptions of a partner’s influence, interference.
and facilitative actions bear on this issue. The
results of this study suggest that a partner’s
influence is a relatively disruptive force in
nonmntimate relationships and that increases
In intimacy are marked by greater facilitation,
rather than decreased interference. Although
speculative, these patterns remind us of
Gottman’s observations about the relationship
between positive and negative affect within
stable marriages (e.g., Gottman & Levenson,
1999, Gottman et al.. 2002). In particular,
Gottman and his colleagues have suggested
that stabie relationships can involve frequent
negative experiences, provided that a corre-
spondingly high number of positive experien-
ces balance those episodes. In our vernacular,
a partner’s nterference can be tolerable, per-
haps even helpful, if it accompanies or points
to ways in which couples can coordinate their
actions more effectively. In the context of the
ongoing romantic associations examined in
our study, intimacy appears to be marked by
heightened levels of influence that contribute
to both helpful and disruptive outcomes.

Interestingly, we observed a higher positive
correlation between reports of a partner’s inter-
fering and facilitating behavior in this study
Iclative to a previous cross-sectional study
{Knobloch & Solomon, 2004). We wonder if
arienting participants toward experiences in
1he past week prompted them to report percep-
tans of a partner’s interfering or facilitating
actions rather than their general perceptions
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of their partner as disrupiive versime helpind
When providing a global evaluaion of i 1elo
tionship, people may resolve conraditory
charactenzations of a partner as boih hefpint
and hindering (e.g., Miell, 1987}, which would
suppress the observed correlalion berween
a partner’s interference and a partner’s Facili-
tation. By gathering weekly reports on rela-
tionships, our method may have reduced this
recall bias, thereby revealing the frequent co-
occurrence  of interfering and faciliiating
behavior within intimate associations. This
methodological insight can contribute to other
research on interdependence processes.

When considered in combination. the cur-
vilinear trends in our data deviate from the
relational turbulence model in ways that sug-
gest a need to rethink important aspects of the
theory. The results of this study (Solomon &
Knobloch, 2001, 2004) provide compelling
evidence that relational uncertainty and inter-
ference vary nonlinearly with intimacv but are
not especially pronounced at moderate levels
of intimacy. On the other hand, we previously
reviewed studies that are consistent with the
theory’s assertion that relational uncertainty
and interference from partners contribute to
mntensified emotional. cognitive, and commu-
nicative experiences. As a set, these findings
suggest that relational uncertainty and inter-
ference from partners are influential in per-
sonal relationships, but that the effects of
these mechanisms are not limited to moderate
levels of intimacy in nonmarital romantic
relationships.

Recognizing how week-to-week changes in
the intimacy of romantic associations are man-
ifest in subjective experiences of relational
uncertainty and goal mterference also has
practical value. Emerging adulthood corre-
sponds with increased drug abuse (Bates &
Labouvie, 1997) and rising rates of depression
(Radloff, 1991), which may stem from the
instability people experience in their
self-perceptions and their personal relation-
ships {Arnett. 2000). As health service pro-
viders help emerging aduits cope with the
stressors that characterize this phase of life. it
may be helpful to note the ways in which
romantic relationships might be mherently
challenging. Our results suggest that wihen
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timacy ebbs, doubts about the relationship
emerge and when inttmacy increases, interfer-
ence from a partner tends to rise. Making
emerging adults aware of how romantic asso-
ciattons tnevitably pose a threat to a person’s
subjective  well-being (cf. Fincham, 2000)
might help them to form more reatistic roman-
tic relattonship goals.

The implicattons we have noted are qualified
by mmportant limitations in our method. First,
our use of weekly questionnaires allowed us to
assess fluctuations in perceptions of relation-
ships. but these accounts are still subject to
recall bias as partners generalize about their
experiences in the previous week. Although
we believed that daily diartes would be too bur-
densome 10 complete over a period spanning
several weeks, efforts to gather more immediate
day-to-day perceptions would provide further
insight into the vartability of relationship judg-
ments over time. We also note that the baseline
questionnaire asked respondents to report per-
ceptions of thetr relationship in general, whereas
subsequent questionnaires asked then to reflect
on their experiences in the previous week.
Because the baseline evaluations were not tied
to a specific fime point, they could he more
prone 10 more measurement error tfian measures
obtained at the other five weekly intervals.

Another methodological issue concerns our
dectston to gather data from respondents over
a 6-week period. As noted previously, both
empirical and practical constderations influ-
enced this design element. At the same time,
the data showed that variation in relationship
qualities over the course of the study was rel-
attvely limited. This fact imposes a practical
limitation tn that the restricted variance may
have limited our ability to detect associations
among the vartables. In addition, the patterns
in the data suggest that the ebb and flow of in-
trmacy, relational uncertainty, and elements of
interdependence follow a more gradual trajec-
tory within nonmarital romantic relationships.

Our study ts also limited by a lack of diver-
stty in our sample. Because the population we
drew upen ts predominantly White and middle
to upper class, we cannot speculate about how
applicable our findings are to a non-White and
noncollegiate population. Moreover. our con-
ventence sample mcluded students in commu-
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nication courses at a university where more
than half of the students are residents of the
local state: these factors further limit the gen-
eral applicability of our findings. Also.
although a college sample affords us access
to a populatton in which courtship and roman-
tic relatfonship issues are prominent, it does
not reflect the broader reality of dating rela-
tionships. Sitnilarly, we wonder how well the
results of this study apply to other cultures
where nerms for nonmarital romantic relation-
ships are different; in particular, the relevance
of relational urnicertainty and eletnents of inter-
dependence as facets of romantic involvement
may be confined to individuvalistic culhres.
such as the United States. We note, too, that
we ltmited our sample ta individuals who were
netther engaged nor marrted. Although a focus
on nonmarital romantic relationships ts consis-
tent with the scope conditions of the relatianal
turbulence model, we see merit in exploring
the application of the theory to longer term
romantic associations,

In conclusion, this study marks an impor-
tant contribution to research on the relational
turbulence model because it uses longitudinat
data to test the theory’s assumptions. In partic-
ular, the repeated neasures nature of our
research design allowed us to examine how
fluctuations in intimacy corresponded with
changes in both relational uncertainty and
interdependence processes over time. The
tength of this study was relatively short and
the week-to-week changes in relationship
characteristics were admittedly small; how-
ever, the cumulative effect of these shifts
mitght translate to significant changes in rela-
tionship development over time.
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Appendix

Scale ttems for intimacy, relational uncertainty,
and elements of interdependence Hitimacy

Love
1 feel that I could confide in my part-
ner about virtually everything.
I ' wouid do anything for my partner.
If T couldn’t be with my partner, [
would feel miserable.
If I am lonely, my first thought is to
seek my partner out.
One of my primary concerns is my
partner’s welfare.
1 would forgive my partner for practi-
cally anything,
1 feel responsible for my partner’s well
being.
1 would enjoy being confided in by my
partner.
It would be hard for me to pet atong
without my partner.

Commitment
I am very committed to maintaining
this refationship.
I would make a great effort to maintain
my relationship with this person.

D H. Solomon and J. A. Theiss

ing relationships. Journui of Social and Personal Rela-
fionsitips, 18, §04-820,

Solbomon, D H.. & Knnbloch, L. K. (2004). A model of
relatinnal turbulence: The role of intimacy, relational
uncertainty, and interference from partners in apprars-
als of irritations. Jowermi! of Sociai and Personal Rele-
tonships, 21, 795816,

Snrra, C. A (1985). Courtship types: Variation in interde-
pendence between pariners and social nebvorks,
Journal of Personality und Social FPsvehology, 49,
357375,

Surra. C. A, & Hughes, D. K. (1997). Commitment pro-
cesses in accounts of the developnient of premarital

relatiunships. Journal of Marriage and the Farmily.
59, 5.21.

Theiss, I. A, & Solomon, b. H. (2000al. A relational
turbulence model of communication abour irritations

in romantic relationships. Communication Research,
33.391418

Theiss, J. A, & Solomon, ). H. (2006b). Coupling longi-
tudinal data and hierarchical linear modeling to exani-
ine the antecedents and cimsequences of jealousy
experiences in ronrantic relalionships: A test of the
relational turbulence madel. Human Communicating
Research, 32, 469--503.

Vanlear, C. A. {1987). The formation of socral relation-
ships: A lomgitudinal study nf social penetraiion.
Huntun Communication Regearch, 13.199-322,

1 am committed to my relationship,
I would fike this refationship to fast
a lifetime.
Chance of marriage or lifelong commit-
ment
At this point in time, what do you feel
the chance is of your relationship lead-
ing to marriage?

Refational uncertainty (aft items began with
the stem “How certain are you about ... ]

Self uncertainty
Whether or not you want the re-
lationship to work out in the long
mun?
Whether or not you want the relation-
ship to ast?
How much you fike your partner?
How important the refationship s to
you?
How much you are romantically inter-
ested in your partner?
Whether or not you are ready to com-
mit to your partner?
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Fartner uncertainty
Whether or not your partner is ready to
commit to you?
How committed vour partner is to the
relationship? '
Whetlier or not your partner wants to
be with you in the long run? :
How important the relationship is to
your partner?
Whether or not your partner wants the
relationship to work out i1 the long run?
How much your partner is attracted to
you?

Relationship uncertainty
Whether or not the relationship will
work out in the long run?
Whether or not you and your pattner
feel the same way about each other?
Whether or not vou and your partner
will stay together?
Whether or not the relationship is
a romartic one?
The boundaries for appropriate and/or in-
appropriate behavior in the relationshap,
Whether or not your partner likes vou
as much as you like him/her?
Whether or not it is a romantic or a pla-
tonic relationship?
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How you can or cannot behave around
your partner”?

FElements of interdepeudence

Partner's influence

This person influences the amouut of
time | spend with iy friends.

This person influences whether | achieve
the everyday goals I set for myself.

This person influences my ability to
use my time well.

This persou influences whether I do the
things I need to do each day.

FParmer's facilitation

This person helps me to do the things |
need to do each day.

This person helps me in my efforts to
spend time with my friends.

This person helps me to use my tine
well,

Partner's inferference

This person interferes with the amount
of time I speud with my friends.

This person interteres with my ability
to use my time well.

This person interferes with the things |
need to do each day.



